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REAL WORLD DATA (RWD)

FDA:
* Real-World Data (RWD): “data relating to patient health status and/or delivery of health care routinely
collected from a variety of sources.”
* Real-World Evidence (RWE): “the clinical evidence regarding the usage, the potential benefits or risks,
of a medical product derived from analysis of RWD.”

Sources of RWD include historical data from previous clinical trials, procedure or disease registry, electronic
health records (EHRs), medical claims and billing data, patient-reported outcomes.

Use of historical controls in rare disease and oncology has become common in the regulatory setting (via
215t Century Cures Act).

Recent years have seen the release of multiple guidance documents on the use of RWD by FDA, EMA,
PMDA, and ICH.
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Incorporate information from RWD to augment control arm data in early
phase/proof-of-concept studies or rare disease studies

* Smaller control arms e Historical data conflicts with the

— More patients receive treatment observed control data

— Bias
— Cost effective

— Decreased Power
* Better estimation of control response

MOTIVATION — Increased power

— Decreased type | error rate

— Increased type | error



BAYESIAN DYNAMIC BORROWING METHODOLOGY

EXTERNAL DATA INFORMS PRIOR: p(8|D) < py(8|Doye, @)L(6|D)

Power Prior Commensurate Prior PS + MAP Prior
(Ibrahim and Chen) (Hobbs et al.) (Liu et al.)
* Po(B1Dext, @) & Po(6)L(B|Dexe)” * Po(BIDere, V) ~ N (fexe, 5) ® Stratify subjects using PS

* Apply MAP prior approach
for each stratum

* Tune PS-MAP prior to
desired effect sample size

* O<ax<l
* a = 0 (no borrowing)
* a =1 (fully pooled)

*  Uext: €xternal data mean
» o2: current study variance
* T:commensurability parameter

MAP Prior

(Neuenschwander et al.)

PS + Power Prior
(Wang et al.)

Individual Weights Prior

* Yjl Dext, D, 6 ~ Bin(n;, p;) * Stratify subjects using PS (G°|C2')t o
. 9 = log( Pj ) = Uy + 6 * Use stratum-specific power prior: * Po(O|Deye, @) < po(0) IT; p(yegft,i; 6)
1-pj J * Po(O0|Dexts)s) < Po(O)L(O| Doyt s)*s * @;: based on mahalanobis distance
* Uo ~ p(Ho); 6j ~ N(O, 05); 04 ~ p(agz) * Combine stratum-specific prior of covariates between external
« Accounts for heterogeneity through o subject and current study

5
MAP: Meta-Analytic Predictive; PS: Propensity Score



LIMITATIONS OF CURRENT METHODS

Traditional Bayesian dynamic borrowing methods down-weights external data in the presence of
heterogeneity.

However, they mainly adjust for differences in outcomes, not covariates.

Propensity score (PS) based methods have also been used to augment clinical trial data with external
controls, by adjusting for differences in covariates, not outcomes.

Recent methods combined PS approaches with either Power Prior (Wang et al. 2019) or MAP Prior (Liu et al.
2021) to adjust for differences in both outcomes and covariates.

However, the use of PS relies on the modeling of an unknown treatment-assignment mechanism (with
respect to both covariates and functional form).

Individual weights (IW) prior (Golchi 2021) avoids PS but relies on covariate mahalanobis distance that may
be computationally intensive, with relative inferior performance as the number of covariates increase.



MORE ON INDIVIDUAL WEIGHTS (IW) PRIOR

« Shown to outperform previous Bayesian methods when external data are partially exchangeable with
current data (Golchi 2021) — based on 1 baseline covariate and continuous outcomes.
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Figure 4: RMSE for estimating the treatment effect averaged over 500 simulation iterations
for six simulation scenarios (column panels), six methods incorporating various amounts of
external control data (legend) and increasing sample sizes (X axis).

FH: Full History Prior; IW: Individually Weighted Prior; MAP: Meta-Analytic Predictive Prior; NP:
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Figure 5: Bias for estimating the treatment effect averaged over 500 simulation iterations
for six simulation scenarios (column panels), six methods incorporating various amouunts of
external control data (legend) and increasing sample sizes (X axis).

No Prior; PP: Power Prior; TIW: Truncated Individually Weighted Prior



PROPOSAL: ENERGY BALANCING WEIGHTED POWER PRIOR

Individual power weights o;(Golchi 2021) can be chosen such that it balances energy distance (Huling and Mak, 2024)

of all covariates:
Next

o
Po (elDextJ o) pO(Q) l_[ p(yext,i; 9) l
i
Intuition: want to find a similarity measure of external individual to current trial based on the entire distribution of

covariates

e Step 1: Obtain individual w; by minimizing the energy distance between weighted ECDFs, via quadratic program
(with linear inequality constraints) optimization.

argmin

WE Lty EFniwr Fn) + e(Frow Fo) + &(From Friw)}

s.t. Yawi(1 — A) = ngw; =1VA; =1L,w; 20 fori=1,..n

Where:
n nowil(X; <X, A =a
A; €{0,1}, n1=Z- 1Ai, ng=n — ny, FpgwX) =Z. 1 (X, - ' ), a € {0,1}, ||.]|, is the Euclidean norm
1= 1= a
2 1 1
e(Fyaw Fa) = an i=1 2j=1 Wil (4; = a) [|X; — X[, —n_éZ?=1Z?=1 ww;I(4; = A; = a) ||X; — Xjlla == Xz Xj=1 11X = Xl

(weighted energy distance: distance between weighted covariate ECDFs for treated/control and combined covariate ECDF)



PROPOSAL: ENERGY BALANCING WEIGHTED POWER PRIOR

2 1
e(Fnow Fraw) = ——Xi=q1 Xi=q wiwjA; (1 — A;) |1X; — X;1|, — n—%Z?ﬂ =1 wiwj A A 1X — X,

ning
1
_n_gZ?=1Z?=1Win(1 — A4)(1 — A)IIX; — X1,
(weighted energy distance: distance between weighted covariate ECDFs for treated and control)

o Note: examples of optimization algorithms that could be applied include interior point methods (via ‘cccp’ R
package), augmented Lagrangian techniques, extensions of the simplex algorithm, operator splitting
approach in Stellato et al.

* Step 2: Apply min-max scaling to individual w; obtained from step 1, such that the individual power weights q; is
between 0 and 1.
wW; — min,w;

a; = .
max,w; —min,w;

e Step 3: Apply truncation of individual power weights to prevent potential estimation bias due to many small
weights.

0)“1']1(061'> p)

Po(01Dext, @) & Po(O) TV (Yt , where p = qq05 = inf{a: F,, (@) > 0.05)



ENERGY BALANCING

(HULING AND MAK, 2024)

Scenario1 ~ Scenario2  Scenario 3
L]
4 3 i ! Table 5: Displayed are the median, mean, standard deviation, and madmum RMSEs for each method across the 100 simulation settings
2 | | | + H |£' i using the TAC data. The bold values indicate the best performance across all methods for a given setting
. 1 |
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5 + | | -I- | | g = H ! Constant treatment effect
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2 2 I;{ | ; S0 RMSE 6.7091 25588 7.5263 2.5293 25028 1.5785
J ' %l 8 0 Max RMSE 323M5 1.0479 391095 12.0521 12.4231 7.2066
-4 SR N | NN S | S & B S DS DB S B Heterogeneous treatment effect
SRR S AN ROROCASIORS NN ST S A A oF 0P Median RMSE kg 3.8587 151933 37128 30732 17355
& ¢ Q$ Q“} & Mg Q$ E}Q. Q$ Mg ,\'-15" cﬁgo.\ ,\'Dl" cﬁ.’b.\ '\l\-\ bpl Qq"-\ DP" ﬁg:l b/‘\l 1&n . ' 1 . J .
owow \}o“‘ NN \59“‘ woNow \;:,- \f\' <\- \,::3- ('5' S0 MM Mean RMSE 135554 44330 18.4590 4.1689 358079 1.8688
Method log(Wtd Energy) SD RMSE 9.9665 31225 14,6490 2.8963 2878 13415
Mane RMSE 48.0820 123672 753899 12.8563 13.85M1 5.6M5
Figure 1: (a, left) Energy distances and biases for IPW estimates based on weights from the three fitted logistic regression models; (b,
right) Boxplots of the biases for IPW estimates versus weighted energy distance based on weights estimated by several methods, each
with different combinations of moments included for balancing or estimation.
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CBPS: Covariate Balancing PS Weights; IPW: Inverse PS Weights; Cal: Empirical Calibration Balancing Weights; EBW: Energy Balancing Weights; iEBW: Improved EBW



SIMULATION SETUP

Similar setup to Golchi 2021 and Li 2022.
Concurrent trial with 1:1 randomization (N. =50, 100, 200, 300), and external RWD (N, = 200).
4 baseline covariates (X = [Xy,...,X,]) generated from multivariate Normal distribution (MVN):
o For concurrent trial: X, ~ MVN(1, %), with Z; = 1*6;, + 0.5%(1 - §;), where §;;= 1ifi=jand 0 o.w.
o For external RWD: X, ~ MVN(u,,XZ)
Outcome is continuous:
* For concurrent trial: Y, ¥ MVN(XS + 20, 1), where 0 is the treatment effect and Z is treatment
assignment (O for control and 1 for treatment). We set true 6 to 1.
* For external RWD: Y, ~ MVN(XS + 6., 1), where &, is a mean shift of external data not explained by X.
6 simulation scenarios were evaluated:

Scenario M, 0o Exchangeable X Exchangeable Y
1 1 0 Yes Yes
2 1or2 0 Partially Yes Yes
3 1 Oorl.5 Yes Partially Yes
4 2 0 No Yes
5 1 1.5 Yes No
6 2 1.5 No No




COMPARED METHODS

Classic propensity score-based methods:

Propensity score 1:1 matching (no replacement; caliper of 0.2*SD of logit of PS) - PSM
Inverse probability of treatment weighting with ATT weights - IPTW

Bayesian borrowing methods:

Power prior with full history borrowing (« = 1) - FH
Power prior with study weight obtained as penalized likelihood-type criterion (Ibrahim et al. 2003) - PP

Hvbrid approaches

Individual weights prior with truncation (Golchi 2021) - TIW
Individual overlap weights prior (Li 2022) - Overlap
Proposed energy-weighted power prior - Energy
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95% CI Width

SIMULATION RESULTS —95% CI WIDTH
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PROS AND CONS OF PROPOSED METHOD

 Advantages:

Hybrid approach adjusts for differences in both outcomes and covariates.

Model-free and robust, does not require tuning parameters.

Directly targets distributional imbalance of covariates between treatment groups, and avoidance of
covariate moment(s) specification.

Takes advantage of external individual patient data (IPD), instead of only relying on external study-
level/aggregate information.

Computationally efficient.

Individual power weights for the external control will always be between 0 to 1, hence less susceptible for
overestimation of precision, and potentially more acceptable to regulators.

Has among the best performance in the investigated scenarios.

* Limitations/Considerations:

Need to specify and justify a list of shared confounders/prognostic covariates for the optimization
algorithm.

Treatment effect estimates may be biased if external data comes from a different distribution and yet
receives large weights in the analysis.

Requires patient-level external data.

Capping the weights to 1 may not capture all measured confounding.

Performance has not been characterized for other endpoint types and scenarios. Further work is needed.
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REGULATORY CONSIDERATIONS IN USING APPROACH/RWD

Fundamental question: without randomization, is it possible for the study design to generate evidence capable of

distinguishing effect of drug from outcomes attributable to other factors?

Key considerations:

* |s treatment effect size anticipated to be large?

®)
©)
©)
©)
©)

O

Selection of ‘fit-for-use’ external data:

Similarity of populations.

How many patients could be extracted from RWD after I/E criteria?
Extent of bias/confounding and bias mitigation plan.

Availability of important prognostic characteristics.
Comparability/reliability of outcome assessment.

Access to regulatory grade patient-level data.

e Early engagement with regulatory agencies.
* Selection of endpoints and assess their comparability and reliability:

Outcome assessment blinded to treatment status?
Outcome consistently assessed across arms (with respect to timing, frequency, method, rigor)?

e Selection of index date.
» Determination/justification of analysis methods, assumptions and evaluation of operating characteristics.
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